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ABSTRACT

Currently, the most widely used method in the disease management industry for evaluating
program effectiveness is the “total population approach.” This model is a pretest-posttest de-
sign, with the most basic limitation being that without a control group, there may be sources
of bias and/or competing extraneous confounding factors that offer plausible rationale ex-
plaining the change from baseline. Survival analysis allows for the inclusion of data from
censored cases, those subjects who either “survived” the program without experiencing the
event (e.g., achievement of target clinical levels, hospitalization) or left the program prema-
turely, due to disenrollement from the health plan or program, or were lost to follow-up. Ad-
ditionally, independent variables may be included in the model to help explain the variabil-
ity in the outcome measure. In order to maximize the potential of this statistical method,
validity of the model and research design must be assured. This paper reviews survival anal-
ysis as an alternative, and more appropriate, approach to evaluating DM program effective-

ness than the current total population approach. (Disease Management 2004;7:180-190.)

INTRODUCTION

THE DISEASE MANAGEMENT (DM) industry is
currently at a crossroads in its existence.
Health plan and employer group partners are
no longer willing to blindly assume that posi-
tive health outcomes and cost savings are guar-
anteed without evidence of such, and DM pro-
grams are scrambling to demonstrate that their
programs indeed work.!=?

In previous papers, Linden et al* described
the limitations of the currently-used “total pop-
ulation approach” for determining DM pro-
gram cost-savings effectiveness and offered
time-series analysis as an alternative method

for evaluating DM programs on an aggregate
basis.> The current paper offers an additional
application of health service research methods
to the DM industry for the evaluation of pro-
gram effectiveness using survival analysis on
individuals and cohorts.

The advantage of survival analysis over the
currently used total population approach is
that it offers insight into the effect of disease
process progression over time while providing
the ability to measure the impact of secondary
prevention techniques on these processes.
More specifically, as shown in Figure 1, sur-
vival analysis can be used to accurately deter-
mine how long it takes for the DM interven-
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FIG. 1. The intended process of a typical disease management program. The timelines still left undetermined are
between the commencement of the disease management (DM) intervention and improvement in patient-level phys-
iological markers, and the translation of that improvement into reduced utilization.

tions to improve patient physiologic markers
(e.g., HbAlc levels in diabetics, LDL levels in
patients at risk for coronary artery disease,
pulmonary function in asthmatics), and how
long after that reductions in utilization and cost
become evident.

This paper presents a non-technical intro-
duction to survival analysis as an alternative,
and more appropriate, approach to evaluating
DM program effectiveness than the current to-
tal population approach. This introduction will
provide DM program evaluators, both within
DM firms and for those managing in-house
programs, enough detail to begin using these
techniques. For those organizations who pur-
chase DM services, this paper will provide a
substantive background with which to discuss
alternative evaluation possibilities with their
contracted vendors.

PRINCIPLES OF SURVIVAL ANALYSIS

In much medical related research, the out-
come of interest is the time to an event. Typi-
cally, the event is survival or, conversely, mor-
tality, over a given period of observation.
However, any event can be selected as the end-
point, such as a hospitalization, absence, or pre-
sentation of a symptom, or reaching a thresh-
old for a physiologic marker.>®

What makes survival analysis unique among
the many statistical methods is that data from
patients who do not realize the “event” by the
end of the study are included in the develop-
ment of the model. These patients’ survival
times are called censored, indicating that the
study period ended before the event occurred,
or that the patient may have been lost to fol-

low-up at some point during the study. In ei-
ther case, the censored survival times are used
along with the survival times of patients who
ultimately experienced the event in order to
construct the survival analysis model.

An important feature of survival studies is
that patients are enrolled at various points dur-
ing the observation period and then followed
until the end of the study. As such, patients en-
rolled near the end of the study will be fol-
lowed for a shorter period of time than those
patients enrolled early on, and thus will have
a lower likelihood of experiencing the event.
Nonetheless, it would be incorrect to assume
that because these patient data are censored
they have a better or worse prognosis than
those patients who experienced the event after
being observed for a longer period during the
study. For example, a patient who “survived”
the study for one year before its termination
may not have a shorter survival time than a pa-
tient who was enrolled in the study for 2 years
before ultimately experiencing the event.

Another important characteristic of survival
analysis is that it is prospective in nature. In
other words, survival data from a selected
group of patients should be followed forward
in time from their inclusion in the study, even
if the patients were identified retrospectively.
It would be incorrect and potentially mislead-
ing to work backward from the event to en-
rollment.”

The general principles discussed thus far
support survival analysis as being one of the
most powerful analytic tools available for eval-
uating DM program effectiveness. For exam-
ple, DM programs manage a population of pa-
tients that move freely in and out of the
program during the contract period (analogous
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to the end of a study). This is due to new en-
rollment or disenrollment in the health plan, re-
cent identification of suitability based on dis-
ease state, members opting in or out of the
program, or death. Using survival analysis,
each of these patient’s censored data can be
used to develop the model for predicting time
to event. Additionally, the outcome event for a
DM program can be either a utilization mea-
sure (e.g., time to first hospitalization from en-
rollment) or a clinical indicator (e.g., time to re-
ceipt of a lipid panel from first nursing
intervention). Also, as will be discussed later in
the paper, survival analysis allows for a com-
parison between cohorts, and the inclusion of
explanatory variables to assist in determining
which specific patient or program characteris-
tics are related to better outcomes.

SURVIVAL ANALYSIS MODELS

The two most widely used models for per-
forming survival analysis are the Kaplan-Meier
method and the Cox proportional hazards re-
gression model. The Kaplan-Meier method is
suitable if a simple model is required with no
additional needed for explaining the variation
in survival time vis-a-vis independent vari-
ables. The Cox regression model is similar in
form and function to ordinary regression mod-
els. This technique allows the analyst to intro-
duce independent variables and interaction
terms to help explain the variation of the sur-
vival time function, making it a robust model
for theoretical and practical applications. In this
section, both models will be briefly described
and illustrated using an example.

Kaplan-Meier method

Using the Kaplan-Meier method,!° the prob-
ability of surviving to the end of each obser-
vation period (e.g., days, months, years) is es-
timated for each patient surviving at the
beginning of that period. This procedure is la-
beled conditional probability because the esti-
mate of surviving to the end of the current ob-
servation period is based on the condition that
the patient survived the last period. Censored
patients contribute to the probability of sur-
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viving each observation period for which they
are followed in the study, while patients who
experience the “event” will decrease the prob-
ability of survival for the next observation pe-
riod. The term cumulative survival probability
refers to the product of all the conditional prob-
abilities of surviving each observation period
and is symbolized by the notation S(t).

As an example of how the Kaplan-Meier
method is executed, we will use data from Lin-
den and Schweitzer.® In this study, newly en-
rolled HMO Medicare members completed a
health risk assessment called the Pgra test!!
where the results classified them as being ei-
ther at low or high risk of hospitalization. A
Kaplan-Meier survival analysis was performed
to determine what the probability of hospital-
ization was for the low- and high-risk cohorts
over the course of the following 25-month pe-
riod.

Table 1 presents a sample of eight of the 2920
members who experienced a hospitalization
during the study (there were 10,749 censored
cases). As illustrated, members’ conditional
survival probability decreased with time, indi-
cating a higher probability of hospitalization.
Similarly, members whose Pra score classified
them as high risk had a lower conditional sur-
vival probability (and thus a higher likelihood
of being hospitalized) than those members clas-
sified as low risk.

Figure 2 graphically displays the estimated
[1 — cumulative survival probability] curves,
plotted for both the low- and high-risk subjects
in the study (N = 13,152 and 517, for the low-
and high-risk cohorts respectively). Subtracting
the cumulative survival probability from 1 pro-
vides a more meaningful presentation of the
likelihood of hospitalization (as opposed to the
probability of not experiencing a hospitaliza-
tion if we used the standard cumulative sur-
vival probability curve).!? Each curve is illus-
trated as a step function, with each step
corresponding to times at which a hospitaliza-
tion was observed. The times of the censored
data are indicated by X markers. Upon visual
inspection we see that the probability of hos-
pitalization in the high-risk group is about
twice that of the low-risk group, reaching ap-
proximately 50% at month 25 of the study.
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TABLE 1. SAMPLE SURVIVAL DATA
Pra score Status Survival time Conditional Standard
[high risk (1)/low risk (0)] [event (1)/censored (0)] (month 5) probability error(SE)
0 1 1 0.99133 0.00081
1 1 1 0.96712 0.00784
0 1 12 0.84672 0.00314
1 1 12 0.63056 0.02123
0 1 18 0.79799 0.00364
1 1 18 0.54865 0.02253
0 1 23 0.77074 0.00422
1 1 23 0.49669 0.02600
Data from Linden and Schweitzer.8

In order to make an inference about the pop-
ulation from which these cohorts of patients
were drawn, an analyst can choose among
three different statistical tests: The log-rank (or
Mantel-Cox) test, the Breslow (or generalized
Wilcoxon) test and the Tarone-Ware test.!
Each of these tests compares the number of hos-
pitalizations that were observed to the number
that were expected, which is calculated from
the number of surviving members and the
number of members who had the hospitaliza-
tion at each period in the study.

Tables 2 and 3 provide summary statistics
and results of the statistical tests performed on
these data. As shown, about 80% of the low-
risk cohort was censored (did not experience
the “event”), whereas only 54% of the high-risk
cohort was censored, indicating that nearly half
of the high-risk group was hospitalized. All
three statistical tests were highly significant, in-
ferring that indeed Medicare members who
were classified as high risk on the Pra test had
a significantly higher probability of being hos-
pitalized than those who were classified as low

Probability of Hospitalization

PRA Value

High Risk
* High-censored

Low Risk

* Low-censorad

0 10

20 30

FIG.2. Cumulative survival probability curves, plotted for both the low- and high-risk subjects. As illustrated, there
is an approximate twofold likelihood of hospitalization in the high-risk cohort over the low-risk group.8
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TABLE 2. SUMMARY STATISTICS

Pgra score Number Number Percent
[high risk (1)/low risk (0)] Total of events censored censored
0 13,152 2683 10,469 79.60
1 517 237 280 54.16
Total 13,669 2920 10,749 78.64

Data from Linden and Schweitzer.®

risk. All analyses presented in this section were
performed using SPSS for Windows, Release
11.0.1 (2001).

The Cox proportional hazards regression model

The Cox regression model'* is arguably the
most widely used method for analyzing sur-
vival data.!® The appeal is in its similarity to
standard regression methods, in which a de-
pendent or outcome variable is explained by
one or more independent variables. Since most
analysts are familiar with the techniques used
for model development in regression, the tran-
sition to use of the Cox model is seamless.

To illustrate the application of the Cox re-
gression method, additional unpublished data
from Linden and Schweitzer® will be used.
Specifically, we will add age and gender as in-
dependent variables to assess their contribu-
tion to the model. Age is given as a continuous
variable and gender is presented as a dichoto-
mous variable with 0 representing males and 1
representing females.

Table 4 presents the results of the statistical
analysis for these data. Both age and gender
were found to be significant variables in the
model. Each unit increase in a patient’s age is
expected to increase the risk of hospitalization
by 2.6%, while being female reduces the risk of
hospitalization by nearly 8%.

TABLE 3. STATISTICAL TESTS ON SURVIVAL DATA

Test Statistic df Significance
Log rank 239.46 1 <0.00001
Breslow 245.02 1 <0.00001
Tarone-Ware 244.08 1 <0.00001

Data from Linden and Schweitzer.8

In any regression analysis, it is extremely im-
portant to test for colinearity between inde-
pendent variables. In other words, if two vari-
ables, each of which has shown a significant
correlation with the survival time, are also
strongly correlated with each other, the results
of the model will be difficult to interpret. There-
fore a matrix should be produced that tests the
correlation between independent variables.!
In the present model no correlation was de-
tected between the two variables; age and
gender.

Figure 3 illustrates the survival plots for the
Cox regression model based on the mean val-
ues of age (74.3 years) and gender (59% female).
As expected, the curves are identical to those
using the Kaplan-Meier technique. The lower
level of probability of hospitalization for the
two curves in this figure is due to the fact that
the plots were based on the mean values of the
independent variables used in the model. The
Appendix provides a more detailed description
of this analysis and a discussion of the concerns
that must be addressed in using the Cox model.

APPLYING SURVIVAL ANALYSIS TO
DISEASE MANAGEMENT PROGRAM
EVALUATION

Thus far in the paper, the process for devel-
oping and analyzing survival analyses has
been presented. As stated early on and de-
picted in Figure 1, what DM programs cur-
rently lack is the understanding of the timeline
of program intervention impact on patient
physiologic markers and the ultimate reduc-
tion in utilization that stems from that. The
models used in this paper for demonstration
purposes also provide a good illustration of the
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TABLE 4. Cox REGRESSION ANALYSIS

X? Regression p 95% Cl

model daf model Variables coefficient (B) SE(B) variables Exp(B) for Exp(B)

118.72 2 <0.0001 Age 0.25 0.002 <0.000 1.026 1.021-1.030
Gender —0.088 0.039 <0.023 0.916 0.849-0.988

Data from Linden and Schweitzer.®

types of analyses that should be performed for
evaluating DM program effectiveness. In this
section we will provide some ideas for the prac-
tical application of this analysis to evaluate
and/or improve a DM program’s effectiveness
in several areas: validation of risk stratification
methods, tailoring of interventions to specific
patient characteristics, understanding the tim-
ing between intervention, clinical impact and
utilization impact, and ultimately determining
the degree of program intervention impact on
utilization measures.

In the HMO Medicare health risk assessment
example used earlier, the models validated the
risk stratification tool by demonstrating that

the high-risk group had double the probability
of the low-risk group of being hospitalized
within a 25-month period. DM programs typi-
cally use certain claims-based criteria for strat-
ifying patients into risk categories for having
future utilization events (e.g., hospitalization,
ED visits). Survival analysis can assess the va-
lidity of those algorithms in properly identify-
ing patients at different risk levels.

Once the risk assessment tool has been vali-
dated (which would be indicated by a clinically
meaningful or statistically significant differ-
ence in the probability of an acute event by risk
level), the second analysis should be per-
formed. Here, the timeline between the com-

Probability of Hospitalization
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FIG. 3. Cumulative survival probability curves from Cox regression, plotted for both the low- and high-risk sub-
jects at mean values for age (74.3 years) and gender (59% female).
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mencement of the intervention and the achieve-
ment of the physiologic or clinical target can be
ascertained. For example, survival analysis can
determine the median number of months that
it takes for diabetics to achieve glycosylated he-
moglobin (HbAlc) levels at or below 7%. These
data can also be stratified by risk level to as-
certain if differences are evident in these co-
horts. One caveat is that for many DM pro-
grams such clinical data will only be available
for patients enrolled in the “high risk” inter-
vention. Either relevant clinical data should be
collected across cohorts for this type of longi-
tudinal analysis, or different clinical measures
chosen that can be readily collected via com-
mon databases, etc, so as to reduce the reliance
on patient self-reporting.

The importance of knowing the timeline to
reach clinical targets is so that (1) a DM pro-
gram can more accurately set performance tar-
get timeframes for achieving target levels, and
(2) to assist in understanding the relationship
between enrollment (timeline and penetration
level) and achievement of the target clinical lev-
els. The assumption here is that these clinical
measures are proxies of positive long-term
health outcomes. Additionally, independent
variables may indicate a correlation with sur-
vival time and provide insight into possible av-
enues to pursue for DM program modification
or development, etc.

The next analysis should clarify the timeline
and probability of hospitalization from the
point at which the patient achieves the clinical
or physiologic target. Again, these data should
be stratified by risk level in order to assess the
effect of the intervention at the different levels
of patient illness and severity. As mentioned
above, this type of analysis may be limited if
clinical data is only available for “high risk” pa-
tients.

For evaluating DM program effectiveness,
the probability of hospitalization should be
compared between the DM program interven-
tion group and a control group. If the program
consists of an intensive nursing intervention
and a more passive option consisting of quar-
terly mailings and updates, a three level com-
parison can be conducted (high, low and con-
trol). If the program is indeed successful in
improving clinical outcomes of care and low-
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ering utilization, survival analysis should be
considered an excellent tool for proving it.

IMPORTANT CONSIDERATIONS FOR
USING SURVIVAL ANALYSIS

There are several issues that must be con-
sidered and/or addressed before choosing sur-
vival analysis as a DM program evaluation
tool. Some of the considerations are statistical
in nature, while others have to do with ensur-
ing that the appropriate research methods are
followed.

Statistical issues

Risk estimates determined by the model may
be unreliable if too few events were realized.
To reduce the likelihood of detecting spurious
associations between explanatory variables
and the outcome measure, it is recommended
that the number of independent variables be no
more than 10% of the number of events.?’ The
study presented in this paper for demonstra-
tion purposes had 2920 events, well above the
required number.

The method used for including predictors in
the model also requires attention. If many vari-
ables are available to the analyst, a mechanical
method available in most statistical software
packages can weed out the insignificant vari-
ables. The forward stepwise technique enters
each variable into the equation and assesses its
contribution to the model by appraising its sig-
nificance level and its effect on the other vari-
ables. The backwards stepwise routine begins
with all the potential variables in the model,
and eliminates variables one-by-one based on
their significance level and effect on other vari-
ables. It is entirely possible, however, that these
two techniques will elicit different model pa-
rameters.?! Therefore, the analyst should al-
ways rely on clinical judgment in determining
which variables ultimately should be included
or excluded in order to maximize the predic-
tive power of the model. Similarly, indepen-
dent variables should be checked for inter-
action. Interaction occurs if the effect of one
explanatory variable on the outcome event de-
pends on the level of another variable. A con-
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sequence of this may be an increased likelihood
of overfitting the model and drawing conclu-
sions based on spurious results. Factorial anal-
ysis may be used to ferret out interactions if
they exist.

As described in the previous section, every
model should be evaluated to assure that as-
sumptions of proportionality have not been vi-
olated. If these assumptions are not checked,
estimates of risk by strata may be incorrect.1”
One method that may correct for this problem,
if variable changes over time appear to be im-
pacting the model, is the use of time-dependent
variables, as described previously.

Model validation is an integral element of the
evaluation process. Comparing actual individ-
ual patient outcomes to those predicted by the
model on a prospective basis usually does this.
However, the more ubiquitous method em-
ployed by analysts is by way of the split-sam-
ple testing technique.?? This method involves
splitting the original data into two sets, the first
being used to develop the model, and the sec-
ond set used to validate it. Again, comparing ac-
tual outcomes to what was predicted does this.

Methodological issues

Irrespective of the type of statistical model-
ing technique used to measure outcomes, there
are common methodological principles that
must be followed to ensure the validity of DM
program outcomes.

In using Cox regression modeling for evalu-
ating DM program effectiveness, one assumes
that most, if not all, sources of bias and /or com-
peting extraneous confounding factors that of-
fer plausible alternative explanations for dif-
ferences between cohorts have been adjusted
for.23.24

Selection bias poses a major threat to the va-
lidity of the program outcomes if evaluated by
the Cox regression model. By stratifying co-
horts into intervention and control groups for
comparison, it is imperative that both groups
have a comparable mix of subjects. In other
words, all subjects should have the same risk
profile and equal chance for inclusion in the in-
tervention group. Since DM programs function
with the “intent to treat” approach, members
suitable for the program but excluded because
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of benefit coverage or other factors extraneous
to the program can be used as controls. The
ideal approach for controlling for selection bias
is by using random samples for the interven-
tion group to be compared with a random sam-
ple for the “suitable but not enrolled” group.
However, this may be difficult to do in prac-
tice.

Another equally and related bias is that of
regression to the mean. Also referred to as sta-
tistical regression, this concept suggests that,
without the effect of the intervention, members
with high costs and utilization in the baseline
year will tend to cost less and use fewer ser-
vices in the following year (a move toward the
mean). Conversely, members using few ser-
vices in the baseline year will use more services
and accrue higher costs in the subsequent
year.* Most algorithms used for assigning risk
levels initially to members in DM programs are
based on the level of utilization in the prior
year. Therefore, a patient who had either a visit
to the emergency department or a hospitaliza-
tion would be classified as high risk while
members identified strictly by their prescrip-
tion drug data may be classified as low risk. If
the outcome measure used in the Cox regres-
sion is the probability of hospitalization, strat-
ified by risk level, it stands to reason that some
members may regress toward the mean and re-
duce the power of the model to detect true pro-
gram effects. That said, the Cox regression
model just might be the best tool available for
testing the predictive value of the DM pro-
gram’s risk stratification algorithm. While
these are the main threats to validity, several
others need to be controlled for. The reader is
referred to Linden et al,* Campbell and Stan-
ley,? and Cook and Campbell?* for a compre-
hensive discussion on the topic.

CONCLUSION

This paper has described in some detail the
application of survival analysis to the evalua-
tion of DM program effectiveness. The advan-
tage of this method over more widely used sta-
tistical models is the inclusion of censored data.
This is an important factor, since DM programs
typically have high turnover rates, due to health
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plan enrollment/disenrollment as well as DM
program attrition. Additionally, Cox regression
allows for identification of the independent
variables that may help explain the variability
in the outcome variable—probability of achiev-
ing target clinical or physiological levels of con-
trol, hospitalization, or other endpoints of in-
terest. For these methods to be successful it is
crucial that threats to validity of the evaluation
design be reduced, if not eliminated altogether.
Additionally, it is imperative that the model be
assessed for validity as well, to ensure that the
analyst does not draw conclusions based on
spurious results.

APPENDIX

The Cox proportional hazards regression model

A key difference between Cox and linear mo-
dels is the ability to control for the effects of
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censored cases. Moreover, the quantity of in-
terest in Cox regression is the hazard function,
which may be described as the risk that the
event will occur for a subject in an observation
period given the subject did not have the event
before then. A high hazard function indicates
a high event rate (low survival probability) and
conversely, a low hazard indicates a low event
rate (high survival probability). Additionally,
Cox regression assumes that the hazards be-
tween any two subjects are proportional over
time (hence, the name proportional hazards re-
gression) with the proportion being a function
of the explanatory variables. This assumption
needs to be tested to ensure the model’s relia-
bility.

Table 4 presents the results of Cox regression
analysis using data from Linden and
Schweitzer® with age and gender as variables.
The overall fit of the Cox regression model is
tested via the likelihood ratio test. Specifically,

Log minus log

4] PRA Values
High Risk
-5 i . t.ow Risk
0 10 20 30
Time {Months)

FIG. 4. Log minus log (LML) function at mean values for age (74.3 years) and gender (59% female). As illustrated,
both curves appear to be proportional over time, indicating that the assumption of proportional hazards has not been

violated.
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the significance of the model is based on the ra-
tio between the likelihood that the variables
show no correlation with survival time (all re-
gression coefficients = 0) and the likelihood of
the regression coefficients estimated by the
model. The smaller the ratio, the better the
model actually fits the data. The high x? statis-
tic with two degrees of freedom (df) indicates
the model is highly significant.

B is the estimated regression coefficient. As
shown, for each unit increase in age, there is a
0.25 increase in the log hazard (or a higher
probability of hospitalization). Similarly, being
a female is associated with a 0.88 decrease in
log hazard (or a lower likelihood of hospital-
ization) as compared to males. Both age and
gender were determined to be significant vari-
ables in the model determined by the Wald sta-
tistic (<0.0001 and 0.023 for age and gender re-
spectively). Exp(B) estimates the percentage
change in risk with each unit change in the
given X variable. Each unit increase in a pa-
tient’s age is expected to increase the risk of
hospitalization by 2.6% (since Exp(B) = 1.026).
Similarly, being female reduces the risk of hos-
pitalization by nearly 8% (since Exp(B) =
0.916). 95% confidence intervals are also pro-
vided for the relative risk (hazard) predicted by
each of these two regression coefficients.

In Cox regression models it is extremely im-
portant to assure that the assumption of pro-
portionality is not violated.!”~!° This is analo-
gous to tests of nonlinearity in ordinary
regression methods. The simple explanation of
proportionality is that the ratio of hazards be-
tween any two patients over time should be
constant and parallel. Figure 4 illustrates a log-
minus-log function, holding the mean of both
age and sex constant over time. As shown, the
curves for low and high risk Pra values appear
proportional over the duration of the study pe-
riod, indicating that assumption of propor-
tionality was not violated.

The model described heretofore assumes
that independent variables are constant over
time. In some situations however, especially
over a long observation period, variables can
change. An example in disease management is
if a patient begins the program in the low in-
tervention group but is then persuaded to par-
ticipate in the high level nursing intervention
at some future point along the continuum. It is
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possible to account for these occurrences by
creating a time-dependent variable which is an
interaction term formed by the product of X
and a function of the survival time variable of
the model.

The mathematical model and explanation of
parameters in the Cox regression is presented
below. The simple Cox Proportional Hazard
Model takes this form:

A(t) = [Ao(H)]exp®) 1)

where A(t) is the hazard at observation time t,
exp is the base of the natural logarithm, B is the
regression coefficient, X is the independent
variable, Ao(t) is the baseline or underlying haz-
ard function when X is set to zero. The base-
line hazard is analogous to the “intercept” in
standard regression models that can be con-
sidered a “reference” hazard.

As a final note, all analyses presented in this
section were performed using SPSS for Win-
dows, Release 11.0.1 (2001).
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